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# Part I Numeric change detection

Numeric change detection uses the sliding window size of 50, and increments the sliding window by one number at a time. The algorithm will detect the first position that falls out of the calculated confidence interval. If the detected change persists for at least window size, it’s confirmed to be a change and outputted. This is based on the assumption that there is only one change in a test file.

If the file doesn’t have enough numbers after the first detected position to confirm that change has persisted for at least window size, the program will check if the change has persisted for more than half of the window size at the end of execution. If so, the suspected change is outputted, since the test file doesn’t have enough data to overthrow the suspected change, and it’s based on the assumption that there is only one change in a test file.

Two confidence intervals are calculated in the algorithm, the mean confidence interval based on the t-test and the variance confidence interval based on the “Bayesian perspective”, <http://hdl.handle.net/1877/438>. Since mean change will always cause variance change, but variance change may not cause mean change. At any moment of the execution, if the program finds both potential mean change and potential variance change, mean detection will dominate the execution, but variance detection will still be running in the background. It means if the program finds both mean change and variance change at the end of execution, mean change position will be outputted.

Because large variance has a large confidence interval, and small variance has a small confidence interval, detecting variance going up is usually faster than detecting variance going down. It means detection of variance going down has some delays. Therefore, when variance moving down is detected, the program uses a backtrace procedure to pinpoint the more accurate position of variance moving down. The backtrace procedure basically use the same algorithm to detect the variance moving up in the reverse direction, since detecting variance moving up is more accurate.

# Part II Categorical change detection

**Algorithm**

Chi-square test and Chi-square test with Yates’ correction for continuity[[1]](#footnote-1)

**Implementation**

Window size

Sliding interval

Threshold

have to choose a very small p value in order to pass the test to avoid false positive.

Data stored in memory

**Test Files**

testFile = np.random.choice(['i','j','k'], size=139, replace=True, p=[0.1,0.8,0.1])

**Results**

**Discussion**

1. http://docs.scipy.org/doc/scipy-0.14.0/reference/generated/scipy.stats.chi2\_contingency.html [↑](#footnote-ref-1)